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TODAY
1. Statistical conclusions from r (p. 46-47)
2. Correlations and Cancer practice problem
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e Step 4: Enter the numbers you have calculated in the spaces where they should go in the formula.
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e Step 5: Multiply the (ZX)( ZY) in the numerator (the top part of the formula) and do the squaring to (£X)*and (2Y)?in
the denominator (the bottom part of the formula).
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e Step 6: Do the division by n parts in the formula.
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e Step 7: Do the subtraction parts of the formula
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e Step 8 Multiply the numbers in the denominator.
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e Step 9: Take the square root of the denominator.
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e Step }Q: Take the last step and divide the numerator by the denominator and you will get the Correlation Coefficient!




Statistical Conclusions from R
Student guide pages 46-47

Making Statistical Inferences from Pearson’s .

How do you determine whether or not your correlation is simply a chance occurrence or if it really is true of the population? You will
need three things in order to determine whether you can infer that the relationship you found in your sample also is true (in other
words, “is generalizable” in the larger population:

1. The Correlation Coefficient that you calculated
2. Something called the “degrees of freedom” which is simply the number of pairs of data in your sample minus 2.

DF= 10 pairs—2=8




Statistical Conclusions from R

Student guide pages 46-4

Pearson’s R Critical Values

Values of r for the .05 and .01 Levels of Significance

T

Just like the T-test,

we’ll always use the
0.05 level of
significance
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Statistical Conclusions from R
Student guide pages 46-47

SO WHAT?

Absolute value

:: If your calculated r value is ABOVE

~ the number in the table, you conclude that the correlation is

~ a statistically significant relationship.




Statistical Conclusions from R
Student guide pages 46-47

SO WHAT?

Absolute value

:: If your calculated r value is LOWER

~ the number in the table, you conclude that the correlation is

~ NOT a statistically significant relationship.




Just to make sure that you are getting the idea here, try a few examples.
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n=4
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n=11
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degrees of freedom? 7  Significant?
degrees of freedom? 2 Significant?
degrees of freedom? 4  Significant?

degrees of t‘ree|dum?9— Significant?

degrees of freedom? 6 Significant?
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